The gas-liquid surface tension of argon: A reconciliation between experiment and simulation
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We present a simulation of the liquid-vapor interface of argon with explicit inclusion of the three-body interactions. The three-body contributions to the surface tension are calculated using the Kirkwood-Buff approach. Monte Carlo calculations of the long-range corrections to the three-body contribution are calculated from the radial distribution function \( g(r) \). Whereas the effective two-body potentials overestimate the surface tension by more than 15%, the inclusion of the three-body potential provides an excellent agreement with the experimental results for temperatures up to 15 K below the critical temperature. We conclude that the three-body interactions must be explicitly included in accurately modeling the surface tension of argon. © 2014 AIP Publishing LLC.
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I. INTRODUCTION

The success of molecular simulations in the quantitative prediction of thermodynamic properties of bulk liquid and interfacial systems has been achieved with the use of relatively simple effective potentials which model the van der Waals and electrostatic interactions. In most cases, the simulations use two-body Lennard-Jones site-site potentials and partial charges. These pair potentials have been shown to be successful in reproducing the temperature dependence of the surface tension of various organic liquids,1–12 water,13–15 and acid gases.16–19

Although, the surface tension, \( \gamma \) of the simple Lennard-Jones liquid was the first to be studied,20 the agreement between the simulated surface tension and the experimental results for liquid argon is poor (see Fig. 1). The differences with experiment cannot be attributed to methodological problems such as finite size-effects, long range corrections, and the intrinsic accuracy of different routes to \( \gamma \). These problems are now well-controlled.19

These deviations from experiments cannot be attributed to insufficient simulation time since longer molecular dynamics simulations using adapted long-range corrections for two-phase systems were performed21 and led to the same deviations. Modified Lennard-Jones potentials such as truncated and shifted potentials have also been applied to the calculation of surface tension22 and exhibit a slight underestimation of the surface tension compared with experiments at each temperature (see Fig. 1). This means that it is however possible to find some approximate two-body potential which fits the surface tension results. This kind of potential ignores the long-range correction of the surface tension through the truncation and shift of the potential. Unfortunately, this tells us nothing about the interaction at play in determining the experimental surface tension of liquid-gas interface of argon. The differences must be understood in terms of the inaccuracy of the potential model. Argon has a large atomic polarizability and the triple induced-dipole potential is likely to make a significant contribution to the surface tension.23–25

Three-body potentials have been used to successfully predict the coexisting liquid and gas densities of argon using Monte Carlo, molecular dynamics,27 and the Gibbs Ensemble Monte Carlo method.24,28 The three-body energy can also be estimated by perturbation theory25 in simulations using two-body potentials. However, to our knowledge no simulations, including three-body potentials, have been performed on argon involving an explicit interface, that would allow us to calculate the surface tension. Approximate theoretical approaches suggest that the inclusion of three-body interactions will lead to more accurate predictions of the surface tension.20,29

In this paper, we calculate the surface tension of argon by molecular simulation using the Monte Carlo method with a three-body potential. We show that an excellent agreement can be found with experimental data, providing that the long-range corrections are included with care and that a sufficiently large cut-off is used to avoid the need for the inclusion of the long-range correction to the potential energy at each step in the Markov Chain. In Sec. II, we describe the system and the different interaction potentials studied in this work. Section III summarizes our results: in Sec. III A, we discuss the effect of including the long-range corrections. We choose a cutoff value so that cutoff effects are negligible in order to avoid including the long-range correction to the energy in the Metropolis scheme. In Sec. III B, we compare the values obtained for coexisting densities and vapor pressure with experiments and previous simulation works, for all potentials. We present in Sec. III C the relations for the calculation of the three-body contribution to the surface tension and its long-range corrections. We compare the obtained values with experiments and reference simulations using effective two-body interactions. Finally, we conclude that the use of a three-body potential is necessary for an accurate calculation of the surface tension of argon.
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potential as well as the calculation of long-range corrections are necessary to obtain accurate values for the surface tension of argon.

II. MODEL

An equilibrated liquid configuration is created using a simulation cell of \(40 \times 40 \times 100 \text{ Å}^3\) containing \(N = 3000\) argon atoms at the required temperature along the orthobaric curve and at a density close to the coexisting liquid density. Two additional empty simulation cells of \(40 \times 40 \times 100 \text{ Å}^3\) are added to either side of the central cell in the \(z\) direction and periodic boundary conditions are applied to the final cell in the \(x\), \(y\), and \(z\) directions. Simulations are performed at constant-NVT using an equilibration phase of \(3 \times 10^5\) Monte Carlo cycles (one MC cycle corresponds to \(N\) trials translational moves). The system forms two, stable liquid-vapor interfaces during the equilibration. During a further acquisition phase of \(2 \times 10^6\) cycles, configurations are saved every 20 cycles. The cutoff radius for the two-body interactions, \(r_{\text{cut}}^{(2B)}\), is set at 18 Å to avoid any dependency of the two body part of the surface tension on \(r_{\text{cut}}^{(2B)}\). For the three-body interactions, the cutoff radius, \(r_{\text{cut}}^{(3B)}\), must be lower than \(L_z/4\) so that all the triplets are unique when using the minimum-image convention. In this work, \(r_{\text{cut}}^{(3B)} = r_{\text{cut}}^{(2B)}/2 = 9\text{ Å}\).

We performed three series of simulations using different interaction potentials: an effective two-body potential, the Lennard-Jones potential, used as a reference model. We used the parameters proposed by Vrabec\(^{30}\) (\(\epsilon = 116.79\text{ K}\) and \(\sigma = 3.3952\text{ Å}\)), since they provide an accurate prediction of the coexisting densities.

We have studied the following accurate two-body potentials, with an additional explicit three-body contribution: Barker-Fisher-Watts (BFW)\(^{27}\) and a more recent potential obtained from accurate \textit{ab initio} calculation by Nasrabad, Laghaei, and Deiters (NLD).\(^{31}\) Analytical expressions for the BFW and NLD potentials can be found in Refs. 27 and 31, respectively.

The three-body interaction added to the accurate BFW and NLD potentials was the triple-dipole Axilrod-Teller\(^{32}\) potential (AT),

\[
v^{(3B)}(\mathbf{r}_i, \mathbf{r}_j, \mathbf{r}_k) = \frac{v(1 + 3 \cos \theta_i \cos \theta_j \cos \theta_k)}{r_{ij}^3 r_{ik}^3 r_{jk}^3},
\]

where \(\theta_i\) is the internal angle of the triangle, \(ijk\) centered on atom \(i\). The AT parameter \(v = 7.353 \times 10^{-90}\ \text{J cm}^3\) is used throughout.

The two-body contribution to the surface tension is calculated using the mechanical definition of Kirkwood and Buff\(^{33}\)

\[
\gamma^{(2B)} = \frac{1}{2A} \left( \sum_i \sum_{j > i} \left[ \frac{r_{ij}^2 - 3 z_{ij}^2}{r_{ij}} \right] \frac{dv^{(2B)}}{dr_{ij}} \right)
\]

for an interface. Alternative approaches such as Irving-Kirkwood\(^{34}\) and test-area\(^{35}\) methods produce results for \(\gamma\) that agree with the Kirkwood-Buff approach to within the estimated simulation errors.\(^{19}\)

III. RESULTS AND DISCUSSIONS

A. Size and cutoff effects

The simulated value of the surface tension can depend on the size of the cell, \(L_z\), along the surface. Small systems exhibit a significant oscillation in \(\gamma(L_z)\).\(^{36}\) The extent of the liquid phase in the \(z\) direction is also important, since local contribution to \(\gamma\) must be zero in the center of the cell. To avoid these size effects, we have used a system \((N = 3000)\) in a simulation box cell of ca. \((11\sigma \times 11\sigma \times 28\sigma)\). We will demonstrate that this cell is suitable for calculating the limiting value of the surface tension.

For a pair potential, it is possible to include the long range correction (LRC) for the potential energy explicitly in making the trial Monte Carlo move. The precise LRC for the energy of an atom \(i\) will depend on its position, \(z_i\).\(^{37-39}\) We have implemented the mean field method developed by Janeček,\(^{38}\) which allows for the calculation of the density profile and \(\gamma\) in the presence of the long range field. We will compare this approach to the calculation of these properties in the same simulation without the Janeček correction. This will allow us to find the value of \(r_{\text{cut}}^{(3B)}\) beyond which the Janeček correction can be safely ignored. This is important because it is complicated and difficult to apply this type of correction in the presence of a three-body interaction.

To this end, simulations using the Lennard-Jones potential\(^{30}\) at \(T = 90\text{ K}\) with cutoff values ranging from \(r_{\text{cut}}^{(2B)} = 8\text{ Å}\) up to \(r_{\text{cut}}^{(2B)} = 20\text{ Å}\) were performed. Fig. 2 shows the liquid and vapor densities and the surface tension \(\gamma\) calculated for two models: the truncated Lennard-Jones (LJT) and truncated Lennard-Jones with the Janeček correction (LJT+JC). The values for the surface tension include the additional long range contribution to \(\gamma\) from distances beyond the cutoff. This can be calculated using the method described in Ref. 38 or by using the method of Blockhuis\(^{40,41}\) for a sin-
FIG. 2. (a) Liquid density, (b) vapor density, and (c) surface tension of argon as a function of the cutoff radius $r_{\text{cut}}^{(2B)}$ for the LJT model (circles) and the LJT + JC model (squares) at $T = 90$ K. The dotted lines represent the experimental values. Note $\gamma$ includes an additional LRC for both models. The error bar on $\gamma$ is calculated from block average on the 100 000 saved configurations (five consecutive blocks of 20 000 configurations).

The single interface,

$$\gamma_{LRC}^{(2B)} = \frac{\pi}{4} \Delta \rho^2 \int_{r_{\text{cut}}^{(2B)}}^{+\infty} ds \int_{r_{\text{cut}}^{(2B)}}^{+\infty} r v^{(2)}(r) r^4 (3s^3 - s) \coth \left( \frac{s \rho}{2\xi} \right),$$

where $\Delta \rho$ is the difference between liquid and vapor densities and $\xi$ is the thickness of the interface. The error bar on $\gamma$ is calculated by a block average on the 100 000 saved configurations (five consecutive blocks of 20 000 configurations).

These results are in good agreement with previous work. In the case of LJT simulations, small values of the cutoff result in an underestimation of the coexisting liquid densities. The surface tension is also smaller for smaller cutoff values. LJT+JC model results in constant values regardless of $r_{\text{cut}}^{(2B)}$. Fig. 2(c) confirms that the overestimation of the surface tension is not due to cut-off effects: the limiting value is 15% higher than the experimental value in this case. It also demonstrates that we can avoid the Janeček correction at each step in Markov chain if we use a $r_{\text{cut}}^{(2B)} = 18$ Å since the results for the LJT and the LJT+JC have the same limiting value at this point. This value of $r_{\text{cut}}^{(2B)} = 18$ Å is used throughout the rest of this paper.

B. Coexisting densities

Fig. 3(a) shows the liquid-vapor coexisting densities calculated with LJ, BFW + AT, and NLD + AT potentials. The coexisting densities are calculated from the density profiles by averaging the density in the liquid and gas phases at distances greater than 20 Å from the Gibbs dividing surface. The error bars on the coexisting densities are smaller than the symbols in the figure.

The coexisting densities are accurately reproduced by all three sets of simulations: the relative deviation from experiment is less than 1% for LJ model, less than 3% for BFW + AT model, and less than 1% for NLD + AT model (see inset in Fig. 3(a)). The BFW + AT potential exhibits a slight deviation from the experimental curve at high temperature, predicting a critical temperature and density, estimated using...
the law of rectilinear diameters, that are 3% and 2% different from the experimental values. The LJ potential predicts $T_c$ within 1% and $\rho_0$ within 0.3% of experiment. These results are in good agreement with similar studies using Monte Carlo simulations in the Gibbs Ensemble.\(^{(23,28)}\) The inclusion of the three-body potential has little effect on these coexisting densities.

The vapor pressures $p_{vap}$ for the three simulation sets are reported in Fig. 3(b) through $\ln p_{vap}$ (Pa) as a function of the inverse temperature. The calculation includes the kinetic, two-body and three-body contributions as well as the corresponding long-range corrections. Whereas the BFW + AT potential overestimates the vapor pressure, the LJ T and NLD + AT potentials give accurate prediction of the vapor pressure with an average deviation of 5% from experiment.

C. Surface tension and three-body contributions

The three-body contribution to the surface tension can be derived from the Kirkwood-Buff approach.\(^{(42,43)}\) For independent triplets

$$\gamma^{(3B)} = \frac{1}{2A} \left( \sum_i \sum_{j<i} \sum_{k>j} \frac{\partial \nu^{(3B)}}{\partial A} \right)$$

with $A$ the area of the interface, $\partial \nu^{(3B)}/\partial A$ contains three terms representing the partial derivatives with respect to the three distances in the triplet:

$$\frac{\partial \nu^{(3B)}}{\partial A} = \frac{\partial \nu^{(3B)}}{\partial r_{ij}} \left[ \frac{r_{ij}^2 - 3z_i^2}{r_{ij}} \right] + \frac{\partial \nu^{(3B)}}{\partial r_{jk}} \left[ \frac{r_{jk}^2 - 3z_j^2}{r_{jk}} \right] + \frac{\partial \nu^{(3B)}}{\partial r_{ik}} \left[ \frac{r_{ik}^2 - 3z_i^2}{r_{ik}} \right].$$

The averages of the three terms must be identical by symmetry but we calculate them explicitly in the simulation to improve the statistical accuracy of the averaging. Fig. 4 shows the convergence of $\gamma^{(2B)}$ and $\gamma^{(3B)}$ for the NLD + AT potential at $T = 110$ K during the course of the simulation.

At $110$ K in Fig. 4, the standard error in the mean for $\gamma^{(2B)}$ is 0.021 mN m\(^{-1}\) and the corresponding standard error in the mean for $\gamma^{(3B)}$ is 0.01 mN m\(^{-1}\) in a well converged surface tension with an error bar 3% of the total value. The long-range correction to the two-body contribution is calculated using the Blockhus\(^{(40,41)}\) approach for a single interface. The long-range correction to the three-body contribution of the surface tension is calculated by integrating over all possible atom triplets $(i, j, k)$. In order to consider those parts of space not covered by Eq. (4) (for which every distance must be $\leq r_{ij}^{(2B)}$), the long-range correction considers triplets with at least one distance greater than the cutoff radius. For symmetry reasons, we consider only the triplets for which $r_{ij} > r_{ik}^{(2B)}$ and $r_{jk} > r_{ik}$ which is one of the six equivalent situations for all triplets. Using Eq. (5), we obtain

$$\gamma^{(3B)}_{LRC} = \frac{1}{6A} \iiint_{r_{ij} > r_{ik}^{(2B)}, r_{jk} > r_{ik}} d\mathbf{r}_i d\mathbf{r}_j d\mathbf{r}_k \frac{\partial \nu^{(3B)}}{\partial A} \times \rho(z_i) \rho(z_j) \rho(z_k) g^{(2)}(\mathbf{r}_i, \mathbf{r}_j) g^{(2)}(\mathbf{r}_j, \mathbf{r}_k).$$

where $\rho(z)$ is the single-atom density at $z$ and $g^{(2)}(\mathbf{r}_1, \mathbf{r}_2)$ is the two-body distribution function. We have used the Kirkwood superposition approximation to factorise $\rho^{(3)}(\mathbf{r}_i, \mathbf{r}_j, \mathbf{r}_k)$. Since $r_{ij} > r_{jk}^{(2B)}, g^{(2)}(\mathbf{r}_i, \mathbf{r}_j) = 1$.

$g^{(2)}(\mathbf{r}_1, \mathbf{r}_2)$ can be calculated by using a set of internal coordinates for particles 1 and 2 which takes advantage of the cylindrical symmetry of the interface: we have used $q_i$, $\cos \theta_{12}$ and $r_{12}$ as coordinates to calculate and store $g^{(2)}(q_i, \cos \theta_{12}, r_{12})$ in a three dimensional array. $\theta_{12}$ is the angle between $\mathbf{r}_{12}$ and the normal to the surface. Once $g^{(2)}$ is calculated, values for a given pair of atoms are extracted using a trilinear interpolation.

$\gamma^{(3B)}_{LRC}$ is evaluated using a Monte Carlo integration, sampling on a uniform hypercube of side $2r_{max}$ to obtain a trial point $(z_i, x_i, y_i, z_j, x_j, y_j, z_k)$ with $x_i = y_i = 0$. To achieve convergence, we perform the integration using $5 \times 10^5$ trial points and $r_{max} = 30$ A. Fluctuations are estimated by averaging 12 integrations performed with different random seeds. The results of the calculation of the four contributions to the surface tension are summarized in Table I. The total values are plotted in Fig. 5 at different temperatures along the coexistence curve.

First, the two-body, effective LJ potential gives values of $\gamma$ that deviate significantly from experiment with a maximum difference of 33% approaching the critical point. Second, the surface tensions calculated from total potentials, the accurate pair potential, and the three-body potential are in better agreement with experiment.

The different contributions to the surface tension are reported in Table I. The short-range part of the two-body contribution $\gamma^{(2B)}$ is identical within the statistical fluctuations for
the three potentials. The long-range correction $\gamma^{(2B)}_{LRC}$ is larger for the LJ potential compared with the BFW + AT and the NLD + AT potentials. The three-body contribution to the surface tension is negative, and approximately 6% of the total $\gamma^{(3B)}_{LRC}$ is the same order of magnitude as the short-range part, at all temperatures. For a triplet of atoms $(i, j, k)$ the short-range part of the three-body potential is only calculated when all three distances are less than $r_c^{(3B)}$. As a consequence, the LRC part, contains triplets with one or more of the separations greater than $r_c^{(3B)}$. This includes triplets containing short distances for which the distribution function $g^{(2)}$ is far from unity regardless of the choice of the cut-off. The three-body LRC must be included in these calculations.

Other more complete three-body potentials have been developed and used in the simulation of homogeneous fluids. The AT potential is the leading term in these three-body contributions. Since the bare AT contribution brings the simulated $\gamma$ into agreement with experiment it does no appear to be necessary to include these additional complicated non-additive forms. Since the BFW + AT and NLD + AT potentials use the same potential for the three-body energy, the improved agreement of $\gamma$ with experiment for NLD + AT model is entirely due to the differences between the two-body potentials. The first derivatives of the NLD and BFW potentials exhibit some small but clear differences in the region $4–7$ Å.

### IV. CONCLUSIONS

We have simulated an explicit liquid-vapor interface of argon using three-body potentials in order to compare the calculated coexisting densities and surface tension with experiments and reference simulations using an effective two-body potential. We have developed expressions to calculate the three-body contribution to the surface tension and its long-range correction. As the inclusion of the long-range correction to the energy has a large influence on the calculated surface tension in Lennard-Jones fluids, we choose a cutoff value large enough to avoid these cutoff effects. We conclude that the effective Lennard-Jones and the NLD + AT potentials perform very well in the prediction of both coexisting densities and vapor pressures. The extension to the calculation of the surface tension represents then a genuine test of transferability for this potentials.

To do so, we have split the surface tension in four terms: two-body ($\gamma^{(2B)}$), three-body ($\gamma^{(3B)}$), and their long-range corrections. The three-body contribution $\gamma^{(3B)}_{LRC}$ is negative, and converges faster than $\gamma^{(2B)}$ to a stable average value. Additionally, its long-range correction $\gamma^{(3B)}_{LRC}$ appears to be of the

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\gamma^{(2B)}$</th>
<th>$\gamma^{(2B)}_{LRC}$</th>
<th>$\gamma^{(3B)}$</th>
<th>$\gamma^{(3B)}_{LRC}$</th>
<th>$\gamma_{ex}$</th>
<th>Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>13.86</td>
<td>1.51</td>
<td>15.37</td>
<td>+16.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>12.52</td>
<td>1.43</td>
<td>13.94</td>
<td>+17.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>11.20</td>
<td>1.34</td>
<td>12.54</td>
<td>+17.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>10.16</td>
<td>1.25</td>
<td>11.41</td>
<td>+20.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>8.89</td>
<td>1.16</td>
<td>10.05</td>
<td>+21.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>7.51</td>
<td>1.05</td>
<td>8.57</td>
<td>+19.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>115</td>
<td>6.54</td>
<td>0.95</td>
<td>7.48</td>
<td>+23.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>5.33</td>
<td>0.84</td>
<td>6.17</td>
<td>+23.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>4.31</td>
<td>0.72</td>
<td>5.03</td>
<td>+26.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>3.38</td>
<td>0.59</td>
<td>3.98</td>
<td>+31.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>135</td>
<td>2.40</td>
<td>0.45</td>
<td>2.82</td>
<td>+33.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>12.67</td>
<td>0.94</td>
<td>0.88</td>
<td>−0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>11.65</td>
<td>0.88</td>
<td>0.75</td>
<td>−0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>10.12</td>
<td>0.83</td>
<td>0.67</td>
<td>−0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>9.86</td>
<td>0.77</td>
<td>0.56</td>
<td>−0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>8.01</td>
<td>0.71</td>
<td>0.48</td>
<td>−0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>6.69</td>
<td>0.65</td>
<td>0.40</td>
<td>−0.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>115</td>
<td>5.53</td>
<td>0.58</td>
<td>0.33</td>
<td>−0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>4.50</td>
<td>0.50</td>
<td>0.25</td>
<td>−0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>3.42</td>
<td>0.42</td>
<td>0.19</td>
<td>−0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>2.42</td>
<td>0.33</td>
<td>0.13</td>
<td>−0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>135</td>
<td>1.68</td>
<td>0.24</td>
<td>0.08</td>
<td>−0.10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 5.** Surface tension values calculated using ● (red) LJ, ■ (blue) (BFW + AT), and ● (dark green) (NLD + AT) potentials. The experimental results are shown as the dashed line. **
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same order of magnitude than the intrinsic value, because interatomic distances smaller than the cutoff value have to be included in the long-range corrections.

After a careful development of the long-range correction for the three-body term, involving an accurate calculation of the pair distribution function in the interface, and the use of a well-control methodology for the two-phase simulations, we have been able to predict the surface tension for liquid argon along a large part of the orthobaric curve. Some 40 years after the first direct simulations of the surface tension of argon, we have achieved a reconciliation between the simulation and experiment by including the three-body interactions in the simulation.