Surface tension of water and acid gases from Monte Carlo simulations
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We report direct Monte Carlo (MC) simulations on the liquid-vapor interfaces of pure water, carbon dioxide, and hydrogen sulfide. In the case of water, the recent TIP4P/2005 potential model used with the MC method is shown to reproduce the experimental surface tension and to accurately describe the coexistence curves. The agreement with experiments is also excellent for CO2 and H2S with standard nonpolarizable models. The surface tensions are calculated by using the mechanical and the thermodynamic definitions via profiles along the direction normal to the surface. We also discuss the different contributions to the surface tension due to the repulsion-dispersion and electrostatic interactions. The different profiles of these contributions are proposed in the case of water.


I. INTRODUCTION

The risks associated with climate change have been the subject of much debate in recent years. Today, most experts think that these risks are real and directly linked to the increase of the emission of greenhouse gases, especially CO2. Among the various options for mitigating these emissions, large-scale storage of CO2 into underground formations such as deep saline aquifers or depleted oil and gas fields is a promising option. The success of such CO2 sequestration operations largely depends on safety concerns. Indeed, CO2 may escape from the formation through different possible pathways, such as abandoned wells, faults or fractures, or through the caprock, which is a low permeability media saturated with water that lies at the top of the reservoir. This risk of leakage through the caprock is largely governed by the fluid-fluid and the fluid-rock interfacial interactions. One of these interactions is the CO2-water interfacial tension, which not only influences the flow process but also controls the capillary-sealing efficiency,

\[ p_c = p_{\text{CO2}} - p_{\text{H2O}} = 2\gamma \cos(\theta)/R, \]

where \( p_c \) is the capillary pressure in the saturated water caprock, \( \gamma \) is the water-CO2 interfacial tension, \( R \) is the largest connected pore throat in the caprock, and \( \theta \) is the contact angle. Capillary breakthrough occurs when the overpressure, i.e., the difference between the gas pressure in the reservoir and the water pressure in the caprock, exceeds the capillary pressure \( p_c \). For instance, if \( R \approx 0.01 \mu m \) and if the water is assumed to be a good wetting fluid (\( \theta = 0 \)), this capillary pressure is about 10 MPa if \( \gamma = 50 \text{ mN m}^{-1} \), but is only about 2 MPa if \( \gamma = 10 \text{ mN m}^{-1} \). Proper understanding and modeling of these interfacial properties are, thus, essential in assessing the suitability and the safety of CO2 storage sites. These concerns will also be encountered in the case of acid gas reinjection into deep reservoirs, i.e., reinjection of H2S and CO2 mixtures resulting from the treatment of natural gases with a high H2S content. This acid gas reinjection is a studied solution for acid gases disposal, which could be an attractive alternative to the H2S transformation into elementary sulfur from an economic point of view.

Gas-water interfacial tensions are, thus, required for the design of such acid gas reinjection projects. Some experimental values of water-CO2 interfacial tension have been reported by several authors since 1957 and a complete literature survey has been proposed in 2002 by Hebach et al. The reported data indicate, however, a lack of values in the case of extreme pressure and temperature conditions. Concerning H2S-water systems, very few data are available in the literature, and they mostly correspond to a gaseous H2S phase, i.e., at pressures much lower than the ones encountered in deep reservoirs. The design of reinjection projects of CO2 or H2S in deep reservoirs is, thus, hampered by this lack of experimental data of interfacial tension, and the extensive measurement of these would be too costly because of the toxicity and corrosiveness of these gases, particularly H2S.

As far as modeling is concerned, several methods are available for the calculation of surface tensions of simple fluids. Most of them are correlative methods using the parachor theory or the corresponding state principle. Macroscopic models have also been developed that explicitly consider the concentration gradient at the interface. However, when dealing with strongly nonideal mixtures, such methods have a limited predictive capacity, especially in the case of systems baring polar or amphiphilic components that are expected to preferentially locate at the interface.

In this context of a lack of experimental data, coupled with the insufficiency of quantitative prediction methods, we plan to use molecular simulation, more specifically Monte Carlo (MC) simulations, to assess interfacial study of water-CO2 and water-H2S mixtures and to get more fundamental insight into these interfacial phenomena. The development of a molecular simulation technique able to account...
for the interfacial effects of polar pure components, such as CO₂, H₂S, and H₂O, is a first step toward the study of these more complex systems of industrial interest.

While much progress has already been made toward the molecular simulation of a two-phase system with an explicit interface, the nonuniformity of the local density along the direction normal to the surface gives rise to important issues concerning the truncation procedures involved in the calculation of the potential and force. The long range correction (LRC) expressions used for the correction of the surface tension, and the methodology used to account for the Coulombic interactions. An inconsistent treatment of the truncation procedures has led to conflicting results of surface tension between MC and molecular dynamics (MD) methods. These problems of truncations have been illustrated for Lennard-Jones (LJ) fluids and for n-alkanes. As expected from a statistical point of view, it was shown that the MC and MD methods gave the same surface tension values on the condition that the discontinuities in force and energy equations be removed. In fact, the MC calculations carried out with a truncated potential cannot be compared to MD calculated by using a truncated force. The truncated force used in MD does not correspond to the truncated potential used in MC because the potential is not differentiable at the cutoff value. It means that the MC and MD calculations are carried out with different potential models. The solution consists in either adding a δ function to the force taking into account the discontinuous change in the potential energy at the cutoff or using a potential truncated via a polynomial function that makes the first and second derivatives of the potential continuous at the cutoff. The truncation of the potential is also relevant in the operational expressions of the surface tension: some expressions use the derivative of the potential and others make only use of the configurational energy. We have also established that the different operational expressions of the surface tension lead to the same value under the condition that the discontinuity of the potential at the cutoff distance must be cancelled. The main conclusions that we can draw from these works are as follows: the truncation of interactions has significant consequences on the equilibrium thermodynamic properties on a two-phase system; nevertheless, MC and MD methods exactly give the same interfacial properties with a consistent treatment of the truncation procedures.

Before calculating the surface tensions of water-H₂S and water-CO₂ binary systems, we focus our attention on the calculation of the surface tension of the liquid-vapor equilibria of pure components for water, hydrogen sulfide, and carbon dioxide molecules using MC simulations. We propose here to use the TIP4P/2005 model in conjunction with the MC method to compare the calculated surface tension with the results obtained from MD simulations and with experimental data.

We begin in Sec. II by describing the potential and methodology used. We complete this section with a brief summary of the operational expressions used for the calculation of both the intrinsic and LRC parts of the surface tension. We divide the discussion of our results into two parts: the comparison of the calculated surface tension of pure water, H₂S, and CO₂ with the experimental values is proposed in Sec. III A and the validation of the methodology used is discussed in Sec. III B. Section IV contains our conclusions and presents the future work.

## II. SIMULATION METHODOLOGY

### A. Potential model

Water is modeled by using the four-point (TIP4P/2005) model. Carbon dioxide molecule is represented by using the rigid version of the EPM2 intermolecular potential of Harris and Yung, and hydrogen sulfide molecule is modeled by using the potential proposed by Kristof and Lisz. The reader is directed to Table I for details of each potential model.

The total configurational energy of the systems formed by N molecules without any intramolecular interactions consists of intermolecular interactions modeled by LJ 6-12 sites, electrostatic point charges, and a LRC contribution,

\[ U = U_{\text{LJ}} + U_{\text{ELEC}} + U_{\text{LRC}}. \]  

The intermolecular interactions due to the repulsion-dispersion interactions are computed by using the truncated LJ potential,
TABLE II. Dimensions of the box (Å), cutoff radius (r_c) (Å), and values of the reciprocal lattice wavelength vectors (Å^-1).

<table>
<thead>
<tr>
<th></th>
<th>H_2O</th>
<th>CO_2</th>
<th>H_2S</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_x</td>
<td>19.7</td>
<td>25.4</td>
<td>24.4</td>
</tr>
<tr>
<td>L_y</td>
<td>100</td>
<td>150.8</td>
<td>149.1</td>
</tr>
<tr>
<td>r_c</td>
<td>9.8</td>
<td>12.0</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td>[h^max]</td>
<td>[h^max]</td>
<td></td>
</tr>
<tr>
<td>[h^max]</td>
<td>7</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>[h^max]</td>
<td>33</td>
<td>41</td>
<td>41</td>
</tr>
</tbody>
</table>

\[ U_{LJ} = \sum_{i=1}^{N} \sum_{j=i+1}^{N} \sum_{a=1}^{N_i} \sum_{b=1}^{N_j} u_{LJ}(r_{iajb}) \]
\[ = \sum_{i=1}^{N} \sum_{j=i+1}^{N} \sum_{a=1}^{N_i} \sum_{b=1}^{N_j} 4\epsilon_{ab}\left( \frac{\sigma_{ab}^2}{r_{iajb}}\right)^{6} \]

where \( r_{iajb} \) is the distance between atom \( a \) in molecule \( i \) and atom \( b \) in molecule \( j \), \( \epsilon_{ab} \) is the energy parameter of the interaction, and \( \sigma_{ab} \) is the Lennard-Jones parameter. \( N_i \) is the number of atoms in the molecule \( i \). The LJ parameters for the interactions between unlike sites are calculated by using the Lorentz–Berthelot combining rules

\[ \epsilon_{ab} = (\epsilon_{aa}\epsilon_{bb})^{1/2}, \quad \sigma_{ab} = \frac{1}{2}(\sigma_{aa} + \sigma_{bb}). \]

In addition to the LJ interactions, the total electrostatic potential calculated by using the Ewald sum method \(^{15,23-25}\) for a box with orthogonal axis is written as

\[ U_{ELEC} = \frac{1}{2\epsilon_0} \sum_{k=0}^{N} Q(h)S(h)S(-h) \]
\[ + \frac{1}{8\pi\epsilon_0} \sum_{a} \sum_{b \neq a} q_{ia} q_{ib} \text{erfc}(\alpha r_{iajb}/r_{iajb}) \]
\[ - \frac{\alpha}{4\pi\epsilon_0^2} \sum_{a} q_{ia}^2 \]
\[ - \frac{1}{8\pi\epsilon_0} \sum_{a} \sum_{b \neq a} q_{ia} q_{ib} \text{erf}(\alpha r_{iajb}), \]

where \( \text{erfc}(x) \) is the complementary error function and \( \text{erf}(x) \) is the error function. \( \alpha \) is chosen so that only pair interactions in the central cell need to be evaluated for the second term in Eq. (4). The functions \( S(h) \) and \( Q(h) \) are defined by using Eqs. (5) and (6), respectively,

\[ S(h) = \sum_{i} q_{ia} \exp(ih \cdot r_{ia}), \]
\[ Q(h) = \frac{1}{h^2} \exp \left(-\frac{h^2}{4\alpha^2}\right), \]

where the reciprocal lattice vector \( h \) is defined as \( h = 2\pi/(L_x, m/L_y, n/L_z) \), where \( l, m, n \) take values of 0, \( \pm 1, \pm 2, \ldots, \pm \infty \). The reciprocal space sum is truncated at an ellipsoidal boundary at the vector \( |h|_{max} \). The values of the components of the maximum reciprocal lattice vector \( |h|_{max} \) are given in Table II for each system with the convergence factor \(^{26}\) \( \alpha = 2\pi/L_x \).

TABLE III. Average energy contributions (kJ mol\(^{-1}\)) calculated from the repulsion-dispersion (\( U_{LJ} \)), long range correction (\( U_{LRC} \)), Ewald real space (\( U_{R} \)), and Ewald reciprocal (\( U_{K} \)) terms. \( U \) represents the sum of the different contributions. The different energy contributions are divided by the number of molecules of the simulation cell. The subscripts give the accuracy of the last decimal(s), i.e., 8.6 means 8.6 ± 0.3.

<table>
<thead>
<tr>
<th></th>
<th>( U_{LJ} )</th>
<th>( U_{LRC} )</th>
<th>( U_{R} )</th>
<th>( U_{K} )</th>
<th>( U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water, TIP4P/2005, ( T = 298 ) K</td>
<td>|</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.6_1</td>
<td>-0.11</td>
<td>-54.1_4</td>
<td>0.32_2</td>
<td>-45.3_4</td>
<td>-45.3_4</td>
</tr>
<tr>
<td>Hydrogen sulfide, ( T = 232 ) K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-11.6_1</td>
<td>-0.40</td>
<td>-4.8_1</td>
<td>0.17_1</td>
<td>-16.6_1</td>
<td>-16.6_1</td>
</tr>
<tr>
<td>Carbon dioxide, ( T = 228 ) K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-8.2_2</td>
<td>-0.14</td>
<td>-2.4_1</td>
<td>0.15_1</td>
<td>-10.6_1</td>
<td>-10.6_1</td>
</tr>
</tbody>
</table>

As the geometry of the system shows an heterogeneity along the axis normal to the interface (z axis), we calculate the LRC to the repulsion-dispersion energy as a function of \( z_k \) by splitting the cell into slabs of width \( \Delta z \). The total LRC energy \( U_{LRC} \) is then calculated by summing up all the local contributions of each slab. The \( U_{LRC} \) term is then added in the total energy of the system to be used in the Metropolis scheme. The LRCs to the total energy within each kth slab are defined by two parts,\(^{27}\)

\[ U_{LRC} = \sum_{i=1}^{N_k} u_{LRC}(z_k) = \sum_{i=1}^{N_k} (u_{LRC}^{(1)}(z_k) + u_{LRC}^{(2)}(z_k)) \]

\[ = \frac{8\pi}{3} \rho(z_k)^2 V_s \sum_{a=1}^{N_i} \sum_{b=1}^{N_j} \epsilon_{ab} \left[ \frac{1}{3} \left( \frac{\sigma_{ab}^2}{r_{iajb}} \right)^6 - \left( \frac{\sigma_{ab}^6}{r_{iajb}} \right) \right], \]

where \( \rho(z_k) \) and \( V_s \) are, respectively, the density and the volume of the slab \( k \). \( \Delta z \) is defined as the difference \( z - z_k \). \( N_k \) is the number of slabs between \( z \) and \( z_k \). r_c is the cutoff radius, \( U_{L_1,L_m}(r) \) is the intermolecular energy, and \( r \) is the distance between the two centers of mass,

\[ U_{L_1,L_m}(r) = \sum_{a} \sum_{b} 4\epsilon_{ab} \left[ \left( \frac{\sigma_{ab}}{r} \right)^{12} - \left( \frac{\sigma_{ab}}{r} \right)^{6} \right], \]

The first part of the long range contribution has an analytical form identical to the one associated with a homogeneous system but uses the local density \( \rho(z_k) \) of the slab. The second part consists of a double integral which contains a series of density differences which render this part cumbersome to calculate. Concerning the second part of the LRCs to the total configurational energy, it has been shown\(^{27,28}\) that it represents only a minor contribution to the total long range energy. The different contributions to the total energy are given in Table III for each system. The total energy calculated in an heterogeneous system must be only used for comparison between the different contributions and has no physi-
H2S molecules. The details of the geometry of the system are and to 10% for n-alkanes. The electrostatic interactions are higher than the dispersion interactions in the case of water, whereas they are equal in magnitude to the dispersion interactions in the cases of CO2 and H2S. As a result, the thermodynamic properties calculated in the liquid-vapor interface of water should be little dependent on the calculation of the LRCs due to the truncation of the repulsion-dispersion interactions. By contrast, the use of appropriate LRCs due to the truncated potentials is required for the calculation of thermodynamic properties for CO2 and H2S. As expected from Table III, we will see throughout this paper that the LRC part to the surface tension of CO2 and H2S significantly contributes to the total surface tension.

B. Computational procedures

The simulation box is a rectangular parallelepipedic box of dimensions $L_x \times L_y \times L_z$ with $(N=512)$ H2O, CO2, or H2S molecules. The details of the geometry of the system are given in Table II. The periodic boundary conditions were applied in the three directions. MC simulations were performed in the NVT ensemble. Each cycle consisted of $N$ randomly selected moves with fixed probabilities. Two types of MC moves are performed with relative probabilities of 0.5 each: the translation of the center of mass of a random molecule and the rotation of a randomly selected molecule around its center of mass.

The initial configuration was built by placing $N$ molecules on nodes of a fcc centered orthorombic lattice included in a cubic box. The nodes of the lattice were randomly chosen and the orientation of the molecules was random. MC simulations in the NpT ensemble were first performed on this bulk monophasic fluid configuration. The dimension of the resulting box was increased along the $z$ axis by placing two empty cells on both sides of the bulk liquid box. A typical MC run consisted of 200 000 cycles for equilibration and 200 000 cycles for the production phase.

The thermodynamic properties were calculated every 10 cycles leading to the storage of 20 000 configurations. The statistical errors for these properties were estimated by using the jackknife method. This method used four superblocks which are formed by combining three blocks of 5000 configurations. One of the specificity of our MC methodology was the use the LRCs to the configurational energy in the Metropolis scheme. The total LRC energy $U_{LRC}$ was updated after each move of molecular position and is added in the total energy of the system to be used in the Metropolis scheme.

C. Surface tension

The most commonly used methods for the surface tension calculation are based on the mechanical route definition and the use of tensorial components of the pressure. The first explicit form expresses the components of the pressure tensor as a function of the derivative of the intermolecular potential. This operational expression was given by Kirkwood and Buff and is referred to as the KB expression ($\gamma_{KB}$). The definition of Irving and Kirkwood (\(\gamma_{IK}\)) is based on the notion of the force across a unit area and takes advantage of expressing the local components of the pressure tensor along the direction normal to the surface. A novel method based on the thermodynamic definition of the surface tension ($\gamma_{T\alpha}$) has been recently established by Gloor et al. and consists of perturbing the cross-sectional area of the system containing the interface. We have also established a local version of the surface tension ($\gamma_{KBZ}$) from the derivative of the potential with respect to the surface. In what follows, we present the different operational expressions of the surface tension with the corresponding expressions of their LRCs. Let us consider a system of $N$ molecules with two planar liquid-vapor surface lying in the $x,y$ plane.

1. Kirkwood–Buff relation

The molecular surface tension $\gamma_{KB}$ was first introduced by Kirkwood and Buff and makes use of the molecular virial expression to give the following relationship:

$$
\gamma_{KB} = \frac{1}{2A} \sum_{i=1}^{N-1} \sum_{j=1}^{N} \sum_{a=1}^{N_i} \sum_{b=1}^{N_j} \frac{\mathbf{r}_{ij} \cdot \mathbf{r}_{ab}}{2r_{ab}} \frac{dU(r_{ij})}{dr_{ab}}.
$$  \(10\)

Specific LRCs have been developed by Blockhuis et al. and are based on the approximations that the radial distribution function is equal to unity for $r$ greater than the cutoff radius and that the density profile can be fitted to a hyperbolic function. This LRC expression takes the following form:

$$
\gamma_{LRC} = \frac{\pi}{2} (\rho_i - \rho_b) \int_0^1 ds \int_{r_c}^{\infty} dr \coth \left( \frac{2rs}{d} \right) \frac{dU_{LJ,m}}{dr} x r^3 (3s^3 - s),
$$  \(11\)

where $d$ is an estimation of the thickness of the interface and $s$ is a parameter defined as $s = (z_l - z_j)/r_{ij}$.

2. Irving–Kirkwood definition

By using the method of Irving and Kirkwood for the expression of the local components of the pressure tensor, the surface tension becomes

$$
\gamma_{IK} = \frac{1}{2} \int_{-L_z/2}^{L_z/2} (p_N(z_k) - p_T(z_k)) dz,
$$  \(12\)

where $p_N(z_k)$ and $p_T(z_k)$ are the normal and tangential components of the pressure tensor along the normal to the surface, respectively. The method of Irving and Kirkwood is based on the notion of the force across a unit area. The pressure tensor is then written as a sum of a kinetic term and a potential term resulting from the intermolecular forces. Whereas the first term is well-defined, the potential term is
subjected to arbitrariness because there is no unique way to determine which intermolecular forces contribute to the stress across dA. There are many ways of choosing the contour joining two interacting particles. Irving and Kirkwood\(^\text{32}\) have chosen as a contour the straight line between the two particles. Other choices are possible and result from the lack of uniqueness in the definition of the microscopic stress tensor. The components of the pressure\(^\text{30,33,34}\) tensor in the Irving–Kirkwood (IK) definition are expressed as

\[
p_{\alpha\beta}(z_k) = \langle \rho(z_k) \rangle k_B T I + \frac{1}{A} \left( \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (r_{ij})_\alpha (F_{ij})_\beta \right) \frac{1}{|z_{ij}|} \times \frac{\theta \left( \frac{z_k - z_i}{z_{ij}} \right)}{\theta \left( \frac{z_j - z_k}{z_{ij}} \right)},
\]

where I is the unit tensor and T is the input temperature. \(\alpha\) and \(\beta\) represent \(x, y,\) or \(z\) directions. \(\theta(x)\) is the unit step function defined by \(\theta(x)=0\) when \(x<0\) and \(\theta(x)=1\) when \(x \geq 0\). A is the surface area normal to the \(z\) axis. The distance \(z_{ij}\) between two molecular centers of mass is divided into \(N_c\) slabs of thickness \(\delta z\). Following the work of Irving and Kirkwood, the molecules \(i\) and \(j\) give a local contribution to the pressure tensor in a given slab if the line joining the centers of mass of molecules \(i\) and \(j\) crosses, starts or finishes in the slab. Each slab has 1/\(N_c\) of the total contribution from the \(i-j\) interaction. The normal component \(p_N(z_k)\) is equal to \(p_{zz}(z_k)\), whereas the tangential component is given by \(\frac{1}{2}(p_{zz}(z_k) + p_{yy}(z_k))\). \(F_{ij}\) in Eq. (13) is the intermolecular force between molecules \(i\) and \(j\) and is expressed as the sum of all the site-site forces acting between these two molecules,

\[
F_{ij} = \sum_{a=1}^{N_i} \sum_{b=1}^{N_j} (f_{iab}) = -\sum_{a=1}^{N_i} \sum_{b=1}^{N_j} (f_{iab}) dU(r_{iab}).
\]

The different contributions to be included in the calculation of the pressure components are given for completeness in the Appendix A in the case where the dispersion-repulsion and electrostatic interactions are calculated by using the LJ potential and Ewald summation technique, respectively.

The appropriate LRCs to the IK definition of the normal and tangential components of the pressure tensor have been derived by Guo and Liu\(^\text{27}\) and are composed of two parts as expressed in Eqs. (15) and (16),

\[
p_{N,LRC}(z_k) = p_{N,LRC}^{(1)}(z_k) + p_{N,LRC}^{(2)}(z_k)
\]

\[
\begin{align*}
p_{N,LRC}^{(2)}(z_k) &= p_{N,LRC}^{(2)}(z_k) \\
&= \frac{2\pi}{3} \rho^2(z_k) \int_0^\infty dr' \frac{dU_{LJ,m}(r)}{dr'} \\
&\quad - \pi \rho(z_k) \int_0^\infty dr' \int_{-\infty}^{r'} d\Delta z \int_{-\infty}^{r'} d\Delta z \left[ \rho(z) \right] \\
&\quad - \rho(z_k) \frac{dU_{LJ,m}(r)}{dr} (\Delta z)^2.
\end{align*}
\]

Concerning the tangential pressure, only the second term is modified and is expressed by Eq. (16),

\[
\begin{align*}
p_{T,LRC}^{(2)}(z_k) &= -\frac{2}{3} \rho^2(z_k) \int_0^\infty dr' \frac{dU_{LJ,m}(r)}{dr'} \\
&\quad - \pi \rho(z_k) \int_0^\infty dr' \int_{-\infty}^{r'} d\Delta z \left[ \rho(z) \right] \\
&\quad - \rho(z_k) \frac{dU_{LJ,m}(r)}{dr} (\Delta z)^2.
\end{align*}
\]

FIG. 1. (Color online) Direct \(\gamma_{TA,D}\) reverse [\(\gamma_{TA,L}\)], and average surface \(\gamma_A\) tension values calculated from the test-area method for the liquid-vapor interface of CO\(_2\) at \(T=227\) K as a function of \(\xi\). The dotted line corresponds to the average value of \(\gamma\) calculated from \(\xi=5 \times 10^{-4}\).

\[
p_{T,LRC}^{(2)}(z_k) = -\frac{2}{3} \rho(z_k) \int_0^\infty dr \int_{-\infty}^{r} d\Delta z \left[ \rho(z) \right] \\
&\quad - \rho(z_k) \frac{dU_{LJ,m}(r)}{dr} (\Delta z)^2.
\]

The first term of \(p_{N,LRC}(z_k)\) and \(p_{T,LRC}(z_k)\) is identical to that used in homogeneous molecular simulations by using a local density \(\rho(z_k)\) instead of a scalar density \(\rho\), whereas the second term takes into account the density differences in the slabs. From these LRC expressions, it is then possible to calculate the LRC parts relative to the surface tension. The operational expression of the LRC part of the surface tension\(^\text{27}\) within the IK formalism is then given by

\[
\begin{align*}
\gamma_{LRC}(z_k) &= \frac{\pi}{2} \rho(z_k) \frac{V_s}{A} \int_{-\infty}^{\infty} dr \int_{-\infty}^{r} d\Delta z \int_{-\infty}^{r} d\Delta z \left[ \rho(z) \right] \\
&\quad - \rho(z_k) \frac{dU_{LJ,m}(r)}{dr} (\Delta z)^2.
\end{align*}
\]

The total LRC to the surface tension is obtained by summing up all the contributions to the local values of each bin and dividing the result by 2.

3. Test-area method

The recently developed test-area method\(^\text{35}\) (TA) is based on a thermodynamic route and expresses the surface tension as a change in the free energy for an infinitesimal change in the surface area in the constant-NVT ensemble. This infinitesimal change in the area is performed throughout a perturbation process for which the perturbed system (state \(A+\Delta A\)) is obtained from an infinitesimal change \(\Delta A\) in the area \(A\). The box dimensions are then changed by a small quantity \(\xi\) such as \(\xi \ll 1\). The box dimensions (\(L_x^{(A+\Delta A)}\), \(L_y^{(A+\Delta A)}\), \(L_z^{(A+\Delta A)}\)) in the perturbed systems are changed by using the following transformations: \(L_x^{(A+\Delta A)} = L_x^{(A)} + \xi \), \(L_y^{(A+\Delta A)} = L_y^{(A)} - \xi \), and \(L_z^{(A+\Delta A)} = L_z^{(A)} / (1 + \xi)\), where the superscript (A) refers to the
reference system. The area \((A + \Delta A)\) in the perturbed state is changed as \(U^{(A)}(r^N) = (1 + \xi) \cdot U^{(A)}(\mathbf{r}^N)\), where \(\Delta A = L^A_x L^A_y \xi\). These transformations conserve the volume in the box in the perturbed state. This means that it is possible to express the surface tension as a ratio of partition functions between the perturbed and reference states, \(U^{(A)}(r^N)\) and \(U^{(A+\Delta A)}(r'^N)\) are the configurational energies of the systems with an area \(A\) and a configurational space \(r^N\) and an area \(A + \Delta A\) and a configurational space \(r'^N\), respectively. The transformations used for the change in the volume lead to the following equality \(dr^N = dr'^N\). This expression is the key for writing the surface tension as the average of \(\exp(-\Delta U/kT)\) in the constant-NVT ensemble,

\[
\gamma_{TA} = \left(\frac{\partial F}{\partial A}\right)_{N,V,T} = \lim_{\xi \to 0} \frac{k_B T}{\Delta A} \times \ln \left\{ \exp \left( -\frac{(U^{(A+\Delta A)}(\mathbf{r}^N) - U^{(A)}(\mathbf{r}^N))}{k_B T} \right) \right\}_0 \\
= \sum_k \lim_{\xi \to 0} \frac{k_B T}{\Delta A} \times \ln \left\{ \exp \left( -\frac{(U^{(A+\Delta A)}(\mathbf{r}^N) - U^{(A)}(\mathbf{r}^N))}{k_B T} \right) \right\}_0,
\]

where \(<\cdots>_{\Delta A}\) indicates that the average is carried out over the reference state and the \(k\) slabs, \(U^{(A+\Delta A)}(z_k, \mathbf{r}^N)\) and \(U^{(A)}(z_k, \mathbf{r}^N)\) are the configurational energies of the slab \(k\) in the perturbed and reference states, respectively. The ambiguity \(^{30}\) focuses on the part of the interaction energy to be included in the volume \(V\) of the slab. We adopt the definition of Ladd and Woodcock\(^ {38}\) and choose to assign in the slab centered on \(z_k\) two energy contributions: one contribution due to the energy between the molecules within the slab and a second contribution due to the energy of the molecules within the slab with those outside the slab. The energy of the slab at the position \(z_k\) is defined as

\[
U_{z_k} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{a}^{N_a} \sum_{b}^{N_b} H_k(z_i) U_{ij}(r_{ijb}),
\]

where \(H_k(z_i)\) is a top-hat function with functional values of

\[
H_k(z_i) = \begin{cases} 
1 & \text{for } \frac{\xi - \delta z}{2} \leq z_i < \frac{\xi + \delta z}{2}, \\
0 & \text{otherwise}.
\end{cases}
\]

By using this definition, we respect the following condition:

\[
\int_V dz_k U_{z_k} = U,
\]

where \(U\) is the total configurational energy of the simulation box and \(V\) its volume.

Concerning the LRC contributions to the surface tension calculated from the TA method, the total LRC contribution is expressed as a function of the total LRC energy \(U_{LRC}\) as in Eq. (22). We have already shown\(^ {14}\) that the difference between the \(u_{LRC}^{(1)}(z_k^+)\) and \(u_{LRC}^{(1)}(z_k^-)\) vanishes because the transformation conserves the volume. It results that the local LRC contribution to the TA approach is given by the second expression in Eq. (22). The total value of the tail correction of the surface tension within the TA formalism is expressed in Eq. (22),

\[
\gamma_{LRC} = \lim_{\xi \to 0} \frac{k_B T}{\Delta A} \times \ln \left\{ \exp \left( -\frac{(U^{(A+\Delta A)}(z_k^+) - U^{(A)}(z_k))}{k_B T} \right) \right\}_0 \\
= \sum_k \lim_{\xi \to 0} \frac{k_B T}{\Delta A} \times \ln \left\{ \exp \left( -\frac{(u_{LRC}^{(2)}(z_k^+) - u_{LRC}^{(2)}(z_k))}{k_B T} \right) \right\}_0 \\
= \sum_k \gamma_{LRC}(z_k),
\]

The calculation of the surface tension is carried out in the direct (\(\gamma_{TA,D}\)) and reverse (\(\gamma_{TA,R}\)) directions. The calculation of the direct direction involves an increase of the surface area \((A + \Delta A)\), whereas a decrease of the surface area \((A - \Delta A)\) is performed in the reverse path. Thermodynamic consistency requires that the surface tension in the direct and reverse directions must be equal in magnitude and in opposite sign. This is satisfied when the configuration space of the perturbed system matches to the one of the reference system. This requirement implies the use of an appropriate value of \(\xi\). The value of \(\xi\) must satisfy two constraints: \(^{35}\) this value should be small to allow an accurate calculation of the surface tension from Eq. (18) and large enough to provide reasonable statistics for the Boltzmann factor. The surface tension value is averaged over the two directions as \((\gamma_{TA,D} - \gamma_{TA,R})/2\). However, when the results differ between the two directions, there is no fundamental basis to justify that the errors cancel when averaging the direct and inverse values. One way to check the TA calculation is to compare the average surface tension with other values resulting from different approaches and to check the impact of the value of \(\xi\) on the calculation of the surface tension.

The influence of the value of \(\xi\) is illustrated in Fig. 1, where the values of the surface tension in the direct and reverse paths are reported as a function of \(\xi\). Figure 1 shows that the absolute value of the surface tension in the reverse path matches very well that obtained in the forward direction for \(\xi\) ranging from \(10^{-5}\) to \(10^{-3}\). The value \(\xi = 5 \times 10^{-5}\) used both in this work and in previous studies\(^ {20,15,39}\) is shown to be an appropriate value for the calculation of the surface tension by using the TA approach. The perturbation of the box dimensions is performed over the configurations of the reference state and leads to virtual configurations of the perturbed state. The ensemble average is carried out over the reference system, and the virtual configurations of the perturbed system do not participate to the Markov chain of states. We underline that the reciprocal space vectors change as the dimensions of the box are modified and must be recalculated after each virtual change of the surface area.
The original working expression of Kirkwood and Buff does not provide a profile of the surface tension as a function of the direction normal to the interface. The profile becomes a key element from a methodological viewpoint to check the validity of the calculation concerning the stabilization of the interfaces, the independence between the two interfaces, and the constancy of the pseudolocal surface tension $\gamma(z)$ in the bulk regions. We have then established a local version of the surface tension based on the KB expression (KBZ). The working expression has been obtained from the derivative of the potential with the respect to the surface and is referred as the KBZ method in this paper.

$$\gamma_{KBZ} = \left( \frac{\partial U}{\partial A} \right)_0 = \sum_k \left( \frac{\partial U_{2k}}{\partial A} \right)_0.$$  

(23)

We give for completeness the operational expression of $\gamma$ derived from the KBZ approach in Appendix B. Additionally, we see that the operational expressions derived from the IK definition and the KBZ approach are equivalent even if these expressions are obtained from two different routes. We evaluate then the impact of the box dimensions on the calculation of the surface tension by keeping the surface area constant and changing the $L_x$ dimension and vice versa. Direct MC simulations were then performed for $N=512$, 768, and 1024 system sizes for the liquid-vapor interface of CO$_2$ at $T=238$ K. The different contributions to the surface tensions are given in Table IV for the KB, IK, TA, and KBZ approaches. We do not observe a trend of the surface tension over this range of system sizes. The results show that the total surface tension is little dependent on the system size due to the fact that the changes in the surface tension are within the fluctuations estimated by using the variation in the block averages. Additionally, these variations in the surface tension are comparable to those induced by the calculation of $\gamma$ by using different definitions. The magnitude of the fluctuations of the surface tension can be attributed to the fact that we are simulating molecular systems interacting through dispersion-repulsion and electrostatic interactions by contrast to those obtained in the simulation of LJ fluids. These fluctuations are of the same order of magnitude as those induced by the dependence of the surface tension with the surface area beyond an area of $(7 \times 7\sigma^2)$. The fact that the surface tension remains unchanged within the statistical fluctuations when increasing the system size has already been observed.

### 4. Local expression of the surface tension from the virial route (KBZ)

The calculation of the surface tension from the simulation of two-phase systems can be affected by the use of both periodic boundary conditions and small surface areas. These recent works establish an oscillatory function of the intrinsic part of the surface tension of LJ fluids for small surface areas and a constant value of the surface tension with larger surface areas. Beyond an interfacial area of $(7 \times 7\sigma^2)$, where $\sigma$ is the diameter of the LJ particle, we observe that the maximum variation in the intrinsic part of the surface tension does not exceed 15% of the constant value of $\gamma$. The interfacial area used in this work approximately corresponds to the value of $(7 \times 7\sigma^2)$. Let us recall that we must maintain an objective of computational efficiency for the two-phase simulation with respect to the simulation carried out with the Gibbs ensemble MC methods. As a result, we aim to find a compromise between the system size and the CPU time. We evaluate then the impact of the box dimensions on the calculation of the surface tension by keeping the surface area constant and changing the $L_x$ dimension and vice versa. Direct MC simulations were then performed for $N=512$, 768, and 1024 system sizes for the liquid-vapor interface of CO$_2$ at $T=238$ K. The different contributions to the surface tensions are given in Table IV for the KB, IK, TA, and KBZ approaches. We do not observe a trend of the surface tension over this range of system sizes. The results show that the total surface tension is little dependent on the system size due to the fact that the changes in the surface tension are within the fluctuations estimated by using the variation in the block averages. Additionally, these variations in the surface tension are comparable to those induced by the calculation of $\gamma$ by using different definitions. The magnitude of the fluctuations of the surface tension can be attributed to the fact that we are simulating molecular systems interacting through dispersion-repulsion and electrostatic interactions by contrast to those obtained in the simulation of LJ fluids. These fluctuations are of the same order of magnitude as those induced by the dependence of the surface tension with the surface area beyond an area of $(7 \times 7\sigma^2)$. The fact that the surface tension remains unchanged within the statistical fluctuations when increasing the system size has already been observed.

### III. RESULTS AND DISCUSSIONS

#### A. Size effects

The calculation of the surface tension from the simulation of two-phase systems can be affected by the use of both periodic boundary conditions and small surface areas. These recent works establish an oscillatory function of the intrinsic part of the surface tension of LJ fluids for small surface areas and a constant value of the surface tension with larger surface areas. Beyond an interfacial area of $(7 \times 7\sigma^2)$, where $\sigma$ is the diameter of the LJ particle, we observe that the maximum variation in the intrinsic part of the surface tension does not exceed 15% of the constant value of $\gamma$. The interfacial area used in this work approximately corresponds to the value of $(7 \times 7\sigma^2)$. Let us recall that we must maintain an objective of computational efficiency for the two-phase simulation with respect to the simulation carried out with the Gibbs ensemble MC methods. As a result, we aim to find a compromise between the system size and the CPU time. We evaluate then the impact of the box dimensions on the calculation of the surface tension by keeping the surface area constant and changing the $L_x$ dimension and vice versa. Direct MC simulations were then performed for $N=512$, 768, and 1024 system sizes for the liquid-vapor interface of CO$_2$ at $T=238$ K. The different contributions to the surface tensions are given in Table IV for the KB, IK, TA, and KBZ approaches. We do not observe a trend of the surface tension over this range of system sizes. The results show that the total surface tension is little dependent on the system size due to the fact that the changes in the surface tension are within the fluctuations estimated by using the variation in the block averages. Additionally, these variations in the surface tension are comparable to those induced by the calculation of $\gamma$ by using different definitions. The magnitude of the fluctuations of the surface tension can be attributed to the fact that we are simulating molecular systems interacting through dispersion-repulsion and electrostatic interactions by contrast to those obtained in the simulation of LJ fluids. These fluctuations are of the same order of magnitude as those induced by the dependence of the surface tension with the surface area beyond an area of $(7 \times 7\sigma^2)$. The fact that the surface tension remains unchanged within the statistical fluctuations when increasing the system size has already been observed.
TABLE V. Surface tension values (mN m⁻¹) of water calculated from MC simulations by using different operational expressions. The long range correction (LRC) contribution and the total surface tension are given for each method. The subscripts give the accuracy of the last decimal(s), i.e., 63.7₂₀ means 63.7 ± 0.2. The experimental surface tensions (Ref. 46) (γₑₓᵉᵖ) are reported for comparison.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>γ_{LRC}^a</th>
<th>γ_{tot}^b</th>
<th>γ_{IK}^c</th>
<th>γ_{TA}^d</th>
<th>γ_{KB}^e</th>
<th>γ_{tot}^f</th>
<th>γ_{LRC}^g</th>
<th>γ_{tot}^h</th>
<th>γₑₓᵉ?p</th>
</tr>
</thead>
<tbody>
<tr>
<td>298</td>
<td>4.0₁</td>
<td>70.8₄₀</td>
<td>6.1₁</td>
<td>72.3₄₀</td>
<td>4.1₁</td>
<td>71.8₄₀</td>
<td>5.1₁</td>
<td>71.2₄₀</td>
<td>71.9</td>
</tr>
<tr>
<td>328</td>
<td>4.4₁</td>
<td>65.₄₄₀</td>
<td>5.₉₁</td>
<td>67.₁₄₀</td>
<td>3.₉₁</td>
<td>66.₈₄₀</td>
<td>4.₉₁</td>
<td>65.₉₃₀</td>
<td>67.₁</td>
</tr>
<tr>
<td>358</td>
<td>4.₂₁</td>
<td>62.₄₃₀</td>
<td>5.₅₁</td>
<td>63.₇₃₀</td>
<td>3.₈₁</td>
<td>6₄.₁₃₀</td>
<td>4.₆₁</td>
<td>6₄.₆₃₀</td>
<td>6₁.₇</td>
</tr>
<tr>
<td>388</td>
<td>4.₀₁</td>
<td>5₅.₈₃₀</td>
<td>5.₂₁</td>
<td>5₇.₀₄₀</td>
<td>3.₅₂</td>
<td>5₅.₅₃₀</td>
<td>4.₃₁</td>
<td>5₆.₁₄₀</td>
<td>5₅.₉</td>
</tr>
<tr>
<td>418</td>
<td>3.₇₁</td>
<td>4₉.₇₃₀</td>
<td>4.₉₁</td>
<td>5₀.₇₂₀</td>
<td>3.₄₂</td>
<td>₅₁.₀₃₀</td>
<td>4.₁₁</td>
<td>₅₁.₅₂₀</td>
<td>₄₉.₈</td>
</tr>
<tr>
<td>4₄₈</td>
<td>3.₄₁</td>
<td>4₀.₈₃₀</td>
<td>4.₄₁</td>
<td>₄₁.₈₃₀</td>
<td>3.₀₂</td>
<td>₄₂.₁₃₀</td>
<td>3.₇₁</td>
<td>₄₂.₆₂₀</td>
<td>₄₃.₃</td>
</tr>
<tr>
<td>4₇₈</td>
<td>3.₁₁</td>
<td>₃₃.₂₃₀</td>
<td>3.₅₁</td>
<td>₃₆.₄₃₀</td>
<td>2.₅₂</td>
<td>₃₄.₀₂₀</td>
<td>3.₀₁</td>
<td>₃₄.₂₄₀</td>
<td>₃₆.₅</td>
</tr>
<tr>
<td>5₀₈</td>
<td>2.₈₁</td>
<td>₃₂.₂₃₀</td>
<td>₂.₈₁</td>
<td>₃₂.₂₃₀</td>
<td>₂.₃₂</td>
<td>₃₂.₅₂₀</td>
<td>₂.₄₁</td>
<td>₃₂.₇₃₀</td>
<td>₂₉.₅</td>
</tr>
<tr>
<td>5₃₈</td>
<td>2.₃₁</td>
<td>₂₄.₉₃₀</td>
<td>₂.₂₁</td>
<td>₂₄.₇₂₀</td>
<td>₂.₆₂</td>
<td>₂₅.₀₂₀</td>
<td>₂.₉₁</td>
<td>₂₅.₁₂₀</td>
<td>₂₂.₅</td>
</tr>
<tr>
<td>₅₆₈</td>
<td>2.₁₁</td>
<td>₁₃.₄₃₀</td>
<td>₂.₁₁</td>
<td>₁₃.₄₂₀</td>
<td>₁.₅₂</td>
<td>₁₂.₄₂₀</td>
<td>₁.₇₁</td>
<td>₁₂.₇₂₀</td>
<td>₁₅.₅</td>
</tr>
<tr>
<td>₅₉₈</td>
<td>₁.₇₁</td>
<td>₈.₆₃₀</td>
<td>₂.₀₁</td>
<td>₈.₉₁₀</td>
<td>₁.₄₂</td>
<td>₈.₈₂₀</td>
<td>₁.₇₁</td>
<td>₈.₂₃₀</td>
<td>₈.₈</td>
</tr>
</tbody>
</table>

---

aEquation (11).
bEquations (11) and (10).
cEquation (17).
dEquations (17) and (12).
eEquation (22).
fEquations (22) and (18).
gEquation (24).
hEquations (24) and (23).

for the calculation of the surface tension of water. It was also established by Guo and Lu that taking into account the LRC contributions to the configurational energy in the Metropolis scheme allows us to obtain reliable surface tensions with a smaller total number of molecules. We have also underlined this point in the case of a previous work dealing with the calculation of surface tensions of n-alkanes.

B. Comparison with the experiments

Let us begin the discussions by the results of the surface tension of water. This calculation represents a prerequisite for the future study of the water-H₂S and water-CO₂ systems. A brief scan of the literature shows that there are a number of very recent papers dealing with the surface tension calculation of water. Some of them use the traditional rigid nonpolarizable models with the MD technique. It has recently been established from MD calculations that the new reparametrization (TIP4P/2005) (Ref. 19) of the four-point TIP4P model led to a good reproduction of the surface tension over the whole range of temperatures from the triple point to the critical temperature. This representation of the water molecule (Table I) consists of four interaction sites: three of them are placed at the oxygen and hydrogen atom positions, whereas the fourth site is placed on the bisector of the H–O–H angle. It is then of fundamental interest to underline that the optimized parameters of the TIP4P/2005 model have been obtained from MD simulations by using a truncated potential and that the values of surface tension using this model have been calculated from MD simulations by using a potential modified by a switching function. These problems associated with the truncation of the potential were shown to be important in the case of simulations of two-phase systems where the LJ interactions were predominant. In the case of systems involving electrostatic interactions that are several orders of magnitude higher than the repulsion-dispersion energy contributions, the effects due to the truncation of the LJ potential should be significantly weakened. Given that our methodology uses the MC method, it is then essential to check the accuracy of the surface tension calculation from MC simulations by using the TIP4P/2005 model with a truncated potential.

Table V shows the LRCs and total contributions of the surface tension of water calculated from the KB, IK, TA, and KBZ techniques. We firstly observe that the values of the surface tension are independent of the method used once the LRC contributions are included in the calculation. We check that the calculated surface tensions are in excellent agreement with the experimental values with a maximum deviation of 13%. Figure 2 compares the surface tensions calculated from our MC simulation using the IK definition with those resulting from previous MD calculations. Interestingly, we observe that the calculated values of γ match very well within the statistical fluctuations suggesting that the truncation procedures used in MC and MD do not affect the results when electrostatic interactions are involved. The discussion of the different contributions to the surface tensions will be analyzed in the methodological part of this paper. Part (b) of Fig. 2 shows the phase envelope of water calculated from MC simulations and that resulting from the recent work of Vega et al. The coexisting densities result from the fit to the molecular density profiles by using Eq. (25),

\[
\rho(z_k) = \frac{1}{2} (\rho_l + \rho_v) - \frac{1}{2} (\rho_l - \rho_v) \tanh \left( \frac{2(z_k - z_0)}{d} \right),
\]

where \(\rho_l\) and \(\rho_v\) are the coexisting densities of the liquid and vapor phases, respectively. \(z_0\) indicates the position of the Gibbs surface, and \(d\) represents the interfacial thickness. The coexisting densities calculated from MC simulations are in line with those calculated from MD simulations and...
TABLE VI. Surface tension values (mN m\(^{-1}\)) of carbon dioxide calculated from MC simulations by using different operational expressions. The long range correction (LRC) contribution and the total surface tension are given for each method. The subscripts give the accuracy of the last decimal.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>(\gamma_{\text{KB}})</th>
<th>(\gamma_{\text{IK}})</th>
<th>(\gamma_{\text{TA}})</th>
<th>(\gamma_{\text{KBZ}})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\gamma_{\text{LRC}})(^{a})</td>
<td>(\gamma_{\text{tot}})</td>
<td>(\gamma_{\text{LRC}})(^{b})</td>
<td>(\gamma_{\text{tot}})</td>
</tr>
<tr>
<td>228</td>
<td>3.3(^{2})</td>
<td>15.4(^{20})</td>
<td>3.0(^{5})</td>
<td>15.1(^{20})</td>
</tr>
<tr>
<td>238</td>
<td>3.1(^{2})</td>
<td>11.8(^{10})</td>
<td>2.5(^{5})</td>
<td>11.5(^{10})</td>
</tr>
<tr>
<td>248</td>
<td>2.4(^{2})</td>
<td>11.3(^{9})</td>
<td>2.2(^{5})</td>
<td>10.8(^{9})</td>
</tr>
<tr>
<td>258</td>
<td>2.1(^{2})</td>
<td>8.4(^{9})</td>
<td>1.9(^{5})</td>
<td>8.2(^{9})</td>
</tr>
<tr>
<td>268</td>
<td>1.7(^{2})</td>
<td>5.6(^{9})</td>
<td>1.5(^{5})</td>
<td>5.3(^{9})</td>
</tr>
<tr>
<td>278</td>
<td>1.4(^{2})</td>
<td>3.8(^{9})</td>
<td>1.1(^{5})</td>
<td>3.5(^{9})</td>
</tr>
<tr>
<td>288</td>
<td>0.9(^{2})</td>
<td>2.7(^{6})</td>
<td>0.8(^{5})</td>
<td>2.6(^{6})</td>
</tr>
<tr>
<td>298</td>
<td>0.8(^{2})</td>
<td>1.0(^{1})</td>
<td>0.4(^{5})</td>
<td>0.7(^{1})</td>
</tr>
<tr>
<td>CO(_2)</td>
<td>2.1(^{2})</td>
<td>15.5(^{20})</td>
<td>2.5(^{5})</td>
<td>14.5(^{20})</td>
</tr>
<tr>
<td></td>
<td>1.8(^{2})</td>
<td>11.7(^{10})</td>
<td>2.1(^{5})</td>
<td>11.0(^{10})</td>
</tr>
<tr>
<td></td>
<td>1.5(^{2})</td>
<td>11.2(^{10})</td>
<td>1.8(^{5})</td>
<td>10.4(^{9})</td>
</tr>
<tr>
<td></td>
<td>1.4(^{2})</td>
<td>8.5(^{9})</td>
<td>1.6(^{5})</td>
<td>7.9(^{9})</td>
</tr>
<tr>
<td></td>
<td>1.1(^{2})</td>
<td>5.6(^{9})</td>
<td>1.2(^{5})</td>
<td>5.1(^{9})</td>
</tr>
<tr>
<td></td>
<td>0.7(^{2})</td>
<td>3.7(^{9})</td>
<td>0.9(^{5})</td>
<td>3.3(^{9})</td>
</tr>
<tr>
<td></td>
<td>0.6(^{2})</td>
<td>2.8(^{6})</td>
<td>0.6(^{5})</td>
<td>2.5(^{6})</td>
</tr>
<tr>
<td></td>
<td>0.3(^{2})</td>
<td>0.8(^{2})</td>
<td>0.4(^{5})</td>
<td>0.6(^{1})</td>
</tr>
</tbody>
</table>

\(^{a}\)Equation (11).
\(^{b}\)Equations (11) and (10).
\(^{c}\)Equation (17).
\(^{d}\)Equations (17) and (12).

For H\(_2\)S, we have used the potential proposed by Kristof and Liszi\(^{22}\) which involves a single LJ 6-12 site and four electrostatic point charges (see Table I). For H\(_2\)O, we also report for completeness the liquid-vapor coexistence curve\(^{47}\) calculated from Gibbs ensemble MC (GEMC) (Ref. 41) method. The comparison with the GEMC method confirms that the direct two-phase method also predicts very well the phase envelope of CO\(_2\).

CO\(_2\) is simulated by using the rigid version of the EPM2 intermolecular potential of Harris and Yung\(^{21}\). Carbon dioxide is described by a three site model (Table VI): one LJ sphere per atom and one point charge per atom. The results of the surface tension are given in Table VI and are represented in Fig. 3(a) as a function of the temperature. Table VI shows that the agreement between calculated and experimental surface tensions is excellent with deviations smaller than 10% up to 288 K. We also confirm that the different definitions of the surface tension give consistent values demonstrating then the correctness of the procedure used. The critical temperature calculated from the coexisting densities is 306 K and the critical density is 448 kg m\(^{-3}\). We observe deviations of 4% and less than 1% with respect to the experiments for the critical temperature and density, respectively. We also report for completeness the liquid-vapor coexistence curve\(^{47}\) calculated from Gibbs ensemble MC (GEMC) (Ref. 41) method. The comparison with the GEMC method confirms that the direct two-phase method also predicts very well the phase envelope of CO\(_2\).
envelope is found to be in good agreement with that calculated from the original work of Kristof and Liszi\textsuperscript{22} by using the GEMC method. The critical temperatures resulting from the liquid-vapor coexistence curve are equal to 369 K\textsuperscript{H2O849}/H2O850\textsuperscript{MC}/H2O850, 374 K\textsuperscript{H2O849}/H2O850\textsuperscript{GEMC}/H2O850,\textsuperscript{22} and 373 K\textsuperscript{H2O849}/H2O850\textsuperscript{experiments},\textsuperscript{46} whereas the critical density is 347, 356\textsuperscript{H2O849}/H2O850\textsuperscript{GEMC}/H2O850,\textsuperscript{22} and 347 kg m\textsuperscript{−3}/H2O850\textsuperscript{experiments}.\textsuperscript{46} The comparison between the critical properties coming from both experiments and simulations is very acceptable. Additionally, the calculated surface tension values reported in Table VII agree very well with the available experimental surface tensions and those derived from the DIPPR databank correlations.\textsuperscript{48} Figure 4(a) confirms this viewpoint by showing that the surface tensions computed from the different routes are in line with the reference values coming from experiments and DIPPR databank correlations.\textsuperscript{48}

It may be concluded that the coexisting liquid-vapor properties of pure water, carbon dioxide, and hydrogen sulfide are represented with a very good accuracy by using the MC two-phase simulation method. It also results from this study that the models used for H\textsubscript{2}O, CO\textsubscript{2}, and H\textsubscript{2}S can be used with confidence for the prediction of the surface tension of pure systems. This is a result of primary importance for the forthcoming work consisting in calculating the interfacial tensions of binary mixtures such as water CO\textsubscript{2} and water H\textsubscript{2}S. Typical configurations of the H\textsubscript{2}S liquid-vapor interfaces are shown in Fig. 5 at two different temperatures.

The next section aims to check the validity and consistency of the procedure used for the simulation of a two-phase system when electrostatic interactions are computed. We already checked the mechanical, thermal, and chemical equilibria of two-phase simulations of n-alkanes.\textsuperscript{14,15,28} However, the account of the electrostatic contributions, handled by using the Ewald method, requires us to check the validity of the different expressions of the surface tension through local calculations, to calculate the configurational temperature within the Ewald methodology and to carefully analyze the different contributions coming from LJ and Coulombic interactions in the surface tension.
TABLE VII. Surface tension values (mN m$^{-1}$) of hydrogen sulfide calculated from MC simulations by using different operational expressions. The long range correction (LRC) contribution and the total surface tension are given for each method. The subscripts give the accuracy of the last decimal(s), i.e., 38.3$^{\circ}$ means 38.3$\pm$0.3. The experimental surface tensions (Ref. 46) ($\gamma_{\text{exp}}$) are reported for comparison with those of the DIPPR databank correlations (Ref. 48).

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$\gamma_{\text{KB}}$</th>
<th>$\gamma_{\text{IK}}$</th>
<th>$\gamma_{\text{TA}}$</th>
<th>$\gamma_{\text{KBZ}}$</th>
<th>$\gamma_{\text{exp}}$</th>
<th>$\gamma_{\text{DIPPR}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>187</td>
<td>8.5$^{\circ}$</td>
<td>38.8$^{\circ}$</td>
<td>8.0$^{\circ}$</td>
<td>38.3$^{\circ}$</td>
<td>5.2$^{b}$</td>
<td>37.8$^{b}$</td>
</tr>
<tr>
<td>202</td>
<td>7.9$^{\circ}$</td>
<td>34.4$^{\circ}$</td>
<td>7.0$^{\circ}$</td>
<td>33.3$^{\circ}$</td>
<td>4.8$^{b}$</td>
<td>33.0$^{b}$</td>
</tr>
<tr>
<td>217</td>
<td>7.4$^{\circ}$</td>
<td>30.3$^{\circ}$</td>
<td>7.0$^{\circ}$</td>
<td>29.0$^{\circ}$</td>
<td>4.8$^{b}$</td>
<td>29.6$^{b}$</td>
</tr>
<tr>
<td>232</td>
<td>6.8$^{\circ}$</td>
<td>28.6$^{\circ}$</td>
<td>6.0$^{\circ}$</td>
<td>28.0$^{\circ}$</td>
<td>4.1$^{b}$</td>
<td>27.9$^{b}$</td>
</tr>
<tr>
<td>247</td>
<td>6.1$^{\circ}$</td>
<td>24.2$^{\circ}$</td>
<td>5.8$^{\circ}$</td>
<td>23.6$^{\circ}$</td>
<td>3.8$^{b}$</td>
<td>23.5$^{b}$</td>
</tr>
<tr>
<td>262</td>
<td>5.2$^{\circ}$</td>
<td>20.8$^{\circ}$</td>
<td>5.0$^{\circ}$</td>
<td>20.6$^{\circ}$</td>
<td>3.4$^{b}$</td>
<td>20.6$^{b}$</td>
</tr>
<tr>
<td>277</td>
<td>4.7$^{\circ}$</td>
<td>17.4$^{\circ}$</td>
<td>4.4$^{\circ}$</td>
<td>17.1$^{\circ}$</td>
<td>3.1$^{b}$</td>
<td>16.9$^{b}$</td>
</tr>
<tr>
<td>292</td>
<td>3.7$^{\circ}$</td>
<td>12.9$^{\circ}$</td>
<td>3.4$^{\circ}$</td>
<td>12.6$^{\circ}$</td>
<td>2.3$^{b}$</td>
<td>12.7$^{b}$</td>
</tr>
<tr>
<td>307</td>
<td>2.7$^{\circ}$</td>
<td>8.7$^{\circ}$</td>
<td>2.7$^{\circ}$</td>
<td>8.6$^{\circ}$</td>
<td>2.0$^{b}$</td>
<td>8.6$^{b}$</td>
</tr>
<tr>
<td>322</td>
<td>1.9$^{\circ}$</td>
<td>6.6$^{\circ}$</td>
<td>2.2$^{\circ}$</td>
<td>6.8$^{\circ}$</td>
<td>1.5$^{b}$</td>
<td>6.7$^{b}$</td>
</tr>
<tr>
<td>337</td>
<td>0.4$^{\circ}$</td>
<td>3.0$^{\circ}$</td>
<td>1.3$^{\circ}$</td>
<td>3.9$^{\circ}$</td>
<td>0.9$^{b}$</td>
<td>3.8$^{b}$</td>
</tr>
<tr>
<td>352</td>
<td>0.0$^{\circ}$</td>
<td>2.1$^{\circ}$</td>
<td>0.9$^{\circ}$</td>
<td>3.0$^{\circ}$</td>
<td>0.6$^{b}$</td>
<td>2.8$^{b}$</td>
</tr>
</tbody>
</table>

C. Methodological discussion

In the case of a planar liquid-vapor surface lying in the $x,y$ plane, the density gradient takes place in the $z$ direction normal to the interface. It is also of basic interest to check the behavior of some local thermodynamic properties along this direction. Expressing the surface tension as a function of $z$ is a key element to check the validity of the calculation concerning the stabilization of the interfaces, the independence between the two interfaces, and the constancy of $\gamma(z)$ in the bulk phases. It follows from this that the system is well equilibrated and that the contribution from the two surfaces is the same. It was demonstrated that monitoring the accumulated average value of the surface tension as a function of the number of cycles was not always valid and it became meaningful to assess the profile of the surface tension to check the formation of two stable interfaces. Until recently, only the method of Irving and Kirkwood was designed to provide a profile of the surface tension along the direction normal to the interface. We established the local version of the surface tension by using the TA (Ref. 14) approach and KB (Ref. 36) method.

Figure 6(a) shows the different profiles of the local intrinsic surface tension of CO$_2$ at $T=228$ K calculated from the IK, TA, and KBZ approaches by using Eqs. (12), (18), and (23), respectively. Interestingly, we observe from a methodological viewpoint that the profiles are symmetric and there are no contributions in the bulk phases. We also note that the different profiles match very well and that the resulting integral of Fig. 6(b) converges to similar values of surface tension. We also see, in Fig. 6(a), that the value of the surface tension calculated from the TA technique is a little higher than those of the two other methods based on the mechanical route. However, we check in Fig. 6(c) that the profiles of the LRC part of the surface tension calculated from the TA method present two peaks with the smallest amplitude. It means that the LRC contribution to the surface tension coming from the TA technique is smaller than those calculated by using IK and KBZ (see Table VI). This explains why the total value of the surface tension can be considered as identical within the statistical fluctuations between the IK, TA, and KBZ techniques. Additionally, we check that the total surface tension calculated from the integral of the local values is strictly identical to the surface tension calculated from the macroscopic expression indicating that the decomposition of the surface tension into local expressions is valid and consistent.

Part (a) of Fig. 7 shows that the molecular profiles for water and carbon dioxide contain two well-defined interfaces. We observe regions of bulk liquid of approximately 40 Å for both components which are considered as enough to make an accurate estimate of the liquid density. The density profiles are also symmetric around the middle of the slab. The fitted density profiles resulting from Eq. (25) are shown in a solid line to establish that they match very well with the average density along the $z$ direction. This is an additional evidence that the direct simulation method is capable to produce reliable bulk coexisting densities calculated...
from the fitted curves with densities corresponding to the experimental values [see Figs. 2(b), 3(b), and 4(b)].

We have already shown in previous papers\(^{18,14,28}\) that the calculated configurational temperature from direct MC simulations matched very well with the Boltzmann temperature. This check was performed on the liquid-vapor interface of \(n\)-alkanes for which the modeling did not involve any electrostatic interactions. In the case of the calculation of Coulombic interactions handled with the Ewald method, it is essential to recover that the local configuration temperature along the direction normal to the interface agrees with the input temperature. To do so, we calculate the local configurational temperature from the following expression:

\[
k_B T_{\text{conf}}(z_k) = \frac{\left\langle \sum_{i, j, k} F_i^2 \right\rangle}{\left\langle -\sum_{i, j, k} \left( \frac{\partial F_{ix}}{\partial r_{ix}} + \frac{\partial F_{iy}}{\partial r_{iy}} + \frac{\partial F_{iz}}{\partial r_{iz}} \right) \right\rangle},
\]

where \(i\) refers to the molecule and \(F_i = \sum_{j \neq i} F_{ij}\). The calculation of the forces and of the derivatives with respect to the position vector are carried out by taking into account the contributions of the LJ potential and of the Ewald summation.
technique. Further details about the definition of the configurational temperature can be found elsewhere.\textsuperscript{49-52} The local thermal equilibrium can be demonstrated from MC simulations by calculating the local configurational temperature. Figure 7(b) shows a profile of $T_{\text{conf}}(z_k)$ for the simulation of CO$_2$ at $T=228$ K. We observe that the local temperature in the liquid and vapor regions matches very well with the Boltzmann temperature. The average temperature calculated over the slabs in the liquid region is 227 ± 2 K, whereas it is equal to 225 ± 20 K in the vapor phases. The increase of the standard deviation in the vapor phases is essentially attributed to the statistics resulting from a smaller number of molecules. This calculation allows us to diagnose the correctness of the procedure used for the simulation of a two-phase system with electrostatic interactions by using a MC method.

Figure 7(c) aims to show the different contributions of the normal component of the pressure tensor in the case of the liquid-vapor interface of water at $T=418$ K. We separate the pressure of Eq. (13) into the ideal gas contribution and the potential part. We also show the profiles of the two contributions of the LECs to the pressure given in Eq. (15). Interestingly, we observe that the profile of the LRCs of the normal pressure only represent 10% of either the ideal gas contribution or the configurational contribution. It was not the case in the simulation of the liquid-vapor interface of $n$-alkanes where the LRC parts to the normal pressure were in the same order of magnitude as the ideal and configurational parts. This is due to the introduction of electrostatic interactions in the model. We also check that the profile of the total normal pressure, plotted as an inset of Fig. 7(c), fluctuates in the vapor phase around an average value in agreement with the experimental vapor pressure (0.41 MPa at 418 K from DIPPR correlations\textsuperscript{48}).

It is also of fundamental interest to compare the different contributions to the surface tensions in the water, carbon dioxide, and hydrogen sulfide systems. The different contributions are given for comparison in Table VIII. The working expressions of these contributions are given through the components of the pressure tensor in Appendix A. Firstly, we check that the magnitude and the sign of the different contributions given for the water system are in agreement with those given in the work of Alejandro\textit{ et al.}\textsuperscript{15} The slight differences between the values are due to the model used for water and the temperature. Concerning the liquid-vapor interface of water, we observe a negative contribution to $\gamma$ from the LJ part. As expected, Fig. 8(a) allows us to check that these negative contributions come from the interfacial region. The sign of this contribution could be explained by the fact that the oxygen-oxygen distance is smaller than the value of $\sigma$ in the interfacial region leading to positive values of the LJ potential (see Table I). The decrease in the oxygen-oxygen distance could be explained by stronger electrostatic interactions. This was already observed in a study of Rivera\textit{ et al.}\textsuperscript{49} We also check that the LRC contribution to $\gamma$ is relatively weak compared to that calculated in $n$-alkanes systems governed only by dispersion-repulsion interactions.

\begin{table}[h]
\centering
\caption{Contributions of surface tensions (mN m$^{-1}$) derived from the Lennard-Jones contribution ($\gamma^{LJ}$), the real part ($\gamma^R$), and the two terms ($\gamma^{K,1}$, $\gamma^{K,2}$) of the reciprocal space part of the Ewald contribution. The expressions of these different terms are given through the components of the pressure tensor in Appendix A. The LRC term ($\gamma_{\text{LRC}}$) and the total term ($\gamma_{\text{tot}}$) calculated from the sum of the previous contributions are also reported.}
\begin{tabular}{cccccc}
\hline
 & $\gamma^{LJ}$ & $\gamma^R$ & $\gamma^{K,1}$ & $\gamma^{K,2}$ & $\gamma_{\text{LRC}}$ & $\gamma_{\text{tot}}$ \\
\hline
Water, TIP4P/2005 ($T=478$ K) & & & & & & \\
$-$87.6 & 112.1 & $-$6.4 & 12.0 & 3.5 & 33.6 & \\
CO$_2$ ($T=238$ K) & & & & & & \\
6.1 & 2.0 & $-$0.8 & 1.7 & 2.5 & 11.5 & \\
H$_2$S ($T=187$ K) & & & & & & \\
21.0 & 8.0 & $-$1.5 & 2.8 & 8.0 & 38.3 & \\
\hline
\end{tabular}
\end{table}
This is in line with the previous observations made on the value of the tail corrections to the normal pressure. In the case of H$_2$S which is slightly less polar than H$_2$O and weakly associated system, we find a positive value of the dispersion-repulsion contribution and a smaller real space contribution. We also observe a decrease in the real space contribution in the case of the quadrupolar CO$_2$ system.

Let us focus on the profiles of these different contributions in the case of water at 478 K. Part (a) of Fig. 8 presents the profiles of the dispersion-repulsion and real space contributions as a function of $z$. We observe that the integrals of these profiles are flat in the bulk regions indicating that only the two interface regions contribute to the total value of each contribution. Figure 8(b) shows the profiles of the first reciprocal $\gamma^{K,1}(z_k)$ term and second reciprocal $\gamma^{K,2}(z_k)$ term with their corresponding integral profiles represented on the right axis. The profile of the working expression of $\gamma^{K,1}(z_k)$ given in Eq. (A4) is calculated by summing all the contributions of each molecule whose center of mass belongs to the $z$ slab. We adopt the same definition for the second term $\gamma^{K,2}(z_k)$. Concerning the first term, Alejandre et al. chose a different way of calculating this term. They assume that the contribution of this term to the surface tension $\gamma^{K,1}(z_k)$ is the same for all molecules and is given by the component divided by the number of molecules. Their definition amounts to obtain a profile similar to the shape not in the sign to a density profile. The profiles calculated by using their definition are shown in dashed ($p_{R\rightarrow P}$) and dotted (integral) lines in Fig. 8(b). However, the inset of Fig. 8(b) shows that the definition we use takes advantage of providing a flat profile of the total reciprocal space in the bulk phases as opposed to the profile resulting from the definition of Alejandre et al. Fortunately, we check that the final value of the integral $\gamma^{K,1}(z_k)$ is independent of the definition used, as shown in Fig. 8(b).

**IV. CONCLUSIONS**

As it was underlined in the Introduction of this paper, the calculation of the surface tension of the liquid-vapor equilibrium of pure components of water, carbon dioxide, and hydrogen sulfide represents a preliminary step toward that of binary mixtures of water with H$_2$S and CO$_2$. We have established that the direct MC simulations of the liquid-vapor equilibrium of water by using the recent TIP4P/2005 model and a truncated potential give surface tension results in excellent agreement with previous simulations of MD by using a LJ potential modified by a switching function and with experiments. This result confirms the fact that in systems where long range Coulombic interactions are several orders of magnitude higher than the dispersion-repulsion energy contributions, the effects due to the discontinuities in the LJ potential become very weak. This is in contrast to the simulation of the liquid-vapor interface of n-alkanes.

We have also shown that the surface tension values of a less polar molecule (H$_2$S) and of a quadrupolar molecule (CO$_2$) are well reproduced with standard nonpolarizable potential models, although the potential parameters have not been fitted to surface tension values. We have also checked that the pure component phase diagrams of water, carbon dioxide, and hydrogen sulfide calculated from the direct MC method are in line with those calculated from GEMC simulations and with experiments.

We have focused on the thermodynamical equilibrium of the liquid-vapor system by analyzing the configurational temperature and the different contributions of the normal pressure. We have completed this study by calculating the different contributions to the surface tension due to the dispersion-repulsion interactions and to the various terms of the Ewald summation technique for the electrostatic interactions.

This study aims to show that the direct MC simulation method is capable to provide accurate surface tensions of pure polar and quadrupolar fluids. We are currently establishing a methodology for the calculation of the surface tension of binary water-H$_2$S and water-CO$_2$ mixtures.


In the case of dispersion-repulsion and electrostatic interactions calculated from the LJ potential and Ewald summation technique, respectively, the components of the pressure tensor in the IK definition become

$$p_{\alpha\beta}(z_k) = (\rho(z_k))k_BT \left( p_{\alpha\beta}^{LJ}(z_k) + p_{\alpha\beta}^{R}(z_k) + p_{\alpha\beta}^{K}(z_k) \right)$$

$$+ p_{\alpha\beta}^{K,2}(z_k),$$

(A1)

where the superscripts LJ, R, and K represent the contributions of the LJ interactions, the Ewald real space, and the Ewald reciprocal space, respectively. The LJ contribution to the pressure tensor can be calculated from the following expression:

$$p_{\alpha\beta}^{LJ}(z_k) = -\frac{1}{A} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{a=1}^{N} \sum_{b=1}^{N} \left( r_{ijab} \cdot \frac{\partial u_{LJ}(r_{ijab})}{\partial r_{ijab}} \right) \frac{1}{z_{ij}} \left( z_{ij} - z_k \right) \frac{\partial}{\partial z_k}$$

$$\times \left( \frac{z_k - z_{ij}}{z_{ij}} \right) \left( \frac{z_{ij} - z_k}{z_{ij}} \right).$$

(A2)

The contribution of the real space to the local pressure is given by Eq. (A3),

$$p_{\alpha\beta}^{R}(z_k) = \frac{1}{4\pi\varepsilon_0 A} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{a=1}^{N} \sum_{b=1}^{N} q_{ia}q_{jb} \left( \frac{2}{\sqrt{\pi}} \alpha r_{ijab} \exp(-\alpha^2 r_{ijab}^2) + \text{erfc}(\alpha r_{ijab}) \right)$$

$$\times \left( r_{ijab} \cdot \frac{\partial u_{LJ}(r_{ijab})}{\partial r_{ijab}} \right) \frac{1}{z_{ij}} \left( z_{ij} - z_k \right) \frac{\partial}{\partial z_k}$$

$$\times \left( \frac{z_k - z_{ij}}{z_{ij}} \right) \left( \frac{z_{ij} - z_k}{z_{ij}} \right).$$

(A3)

The two contributions of the reciprocal space are given by Eqs. (A4) and (A5),
The total surface tension $\gamma(z)$ calculated from $\int_0^z(q)(z)~dz$ can be decomposed into the following terms:

$$
\gamma(z) = \int_0^z(q)(z)~dz = \sum_{i=1}^{N} \int_{z_i}^{z_{i+1}} q(x)~dx + \sum_{i=1}^{N} \Delta z_i \gamma_{i-1,i},
$$

where $\gamma_{i-1,i}$ is the contribution from the interval $[z_{i-1}, z_i]$. The surface tension $\gamma(z)$ can be expressed as a sum of local derivatives for each $z_i$ according to Eq. (B1),

$$
\frac{\partial \gamma}{\partial A} = \sum_k \frac{\partial \gamma_k}{\partial A},
$$

where $\partial \gamma_k/\partial A$ can be expressed after further elaboration as in Eq. (B2),

$$
\gamma_{KBZ}(z) = \frac{\partial \gamma_k}{\partial A}.
$$

APPENDIX B: EXPRESSION OF THE LOCAL CONTRIBUTION TO THE SURFACE TENSION FROM THE VIRIAL ROUTE

Taking the derivative of the potential with respect to the surface allows us to express the derivative of the potential with respect to the surface as a sum of local derivatives for each $z_k$ according to Eq. (B1),

$$
\frac{\partial U}{\partial A} = \sum_k \frac{\partial U_k}{\partial A},
$$

where $\partial U_k/\partial A$ can be expressed after further elaboration as in Eq. (B2),

$$
\gamma_{KBZ}(z) = \frac{\partial U_k}{\partial A},
$$

where the function $A(u, v)$ is defined as

$$
A(u, v) = \left( \frac{u}{4L_x} + \frac{v}{4L_y} - \frac{u}{2L_y} \right),
$$

and Im denotes the imaginary part of the complex variable. The local versions $\gamma_{TA}(z_k)$ and $\gamma_{KBZ}(z_k)$ can be compared to the standard local version $\gamma_{IK}(z_k)$ and allow us to check the features of the profile of the surface tension calculated from the new approach TA and the well-known approach of Kirkwood and Buff. In fact, the local version of the surface tension using the KBZ approach can be considered as the local version of the Kirkwood and Buff definition.

46 Data taken from the saturation properties of water, carbon dioxide, and hydrogen sulfide at the http://webbook.nist.gov.